Final Project: Knapsack Algorithms - 20 points

**Important:** This assignment is longer than the others so it is a good idea to get an early start. Late assignments or assignments not meeting the specifications of the assignment WILL NOT BE ACCEPTED.

You have just started work at the **Fly-By-Night Consulting Company** and they have been approached by a secretive potential client. Your boss recognizes the client’s problem as the classic **0-1 knapsack problem**. This may be a great opportunity for your company if you can find the right implementation to solve the client’s problem. However, as usual, **there are issues**:

* Your company has no experience with Knapsack Algorithms and you are the only one with any time to quickly come up to speed.
* The client refuses to give you many details about the characteristics of the problem, they are worried about losing an advantage they feel they have in their market. Your task is to help your company recommend the right approach. To get ready, your boss has asked you to explore different algorithmic approaches and make sure the company understands their strengths and weaknesses.

You are to explore four approaches to solving the 0-1 Knapsack Problem **using Java** (exhaustive enumeration, greedy, dynamic programming, and branch-and bound). To make sure you understand the tradeoffs between the different algorithms you must implement the algorithms and run them on some test data to compare their running time and solution accuracy. (You may look at other code, **but you must document its source, and write the implementation yourself. You may not copy and paste code that is not yours!**)

Each of the four approaches should be implemented in a **separate method or class** that is easy to read and understand. **Generally** methods should be less than a page long. White space should be used sparingly to make it easy to read!

### Step 0: Ensure you can read in the problem correctly

A knapsack problem instance will be in a text file written in the following format: C is the capacity and is an integer, N is the number of items, each item is preceded by its key/index that will serve as a unique identifier. The values and weights are also positive integers. **For purposes of this assignment this input will always be assumed to be positive integers.**

N

1 v1 w1

2 v2 w2

. . .

. . .

N vN wN

C

### Step 1: Full Enumeration

The 0-1 problem can be solved by a full enumeration of the search space. A binary string of length *N* represents a subset and thus valid candidate solution. A method should consider every possible binary string of length *N* and evaluates the value and weight of each of these solutions.

**Output** Upon termination, the program **must output the solution the following format**:

Using Brute force the best feasible solution found: Value <value>, Weight <weight>

<item> <item> <item> ...

where the items are the indexes of the items to be placed in the knapsack, **items must be listed in ascending key/index order using the indices for the items specified in the file**.

Example output:

Using Brute force the best feasible solution found: Value 234, Weight 17

1 3 7 12...

### Step 2: Greedy Search

Greedy search can be applied to the 0/1 Knapsack problem, but it is not guaranteed to give an optimal solution.

In your implementation, first sort the items by **the criterion used**. **You must have comments that indicate your criterion for choosing the next item to include.**

**Output** Upon termination, the program should output the following:

Greedy solution (not necessarily optimal): Value <value>, Weight <weight>

<item> <item> <item> ...

**The output displays the items chosen by your greedy algorithm listed in ascending index order**.

### Step 3: Dynamic Programming

**Output** Upon termination, the program should output the following:

Dynamic Programming solution: Value <value>, Weight <weight>

<item> <item> <item> ...

**The output displays the items chosen by your dynamic programming algorithm in ascending index order**.

### Step 4: Branch-and-Bound

You will recall that a branch-and-bound approach is based on a tree search. Each node of the tree is a partial solution, with some solution components (items) determined, and some not. The leaves of the tree are complete solutions. A partial solution can be represented as a string such as 011011\*\*\*\*\*, where the **\*s** represent the parts of the solution that are not specified. (There is always a block of 0s and 1s followed by a block of \*s). All possible ways of filling in the remaining bits of the solution will be below this node in the tree. Here is a search tree for a problem with three items:

![http://www.cs.manchester.ac.uk/pgt/COMP61032/search0tree.png](data:image/png;base64,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)

The Branch-and-Bound approach is to visit some of the internal nodes, but to prune off the subtrees of nodes where an optimal solution cannot be, thus reducing the number of nodes to be visited. To dismiss a node without expanding it, we use a bound function. One option is to use the bounding function described in the screencast, other bounding functions are also possible. You may use any bounding function you like but make sure it is an upper bound on the possible values of nodes in the subtree**.** **Your program must** clearly document the fragment of code that gives the computation that you use for upper bound of a candidate solution.

Your branch-and-bound algorithm may use a best-first search strategy based on the bound values you calculate. If you choose to do this, then every time you program generates a partial solution that is feasible, it will calculate its bound value and then place the item in a **priority queue**. The item at the head of the queue (the one that will be served next) will be the partial solution with the best bound seen so far. **Other search strategies and bounding functions are possible and should be considered.** You should understand the pros and cons of whatever approach you use. You may be asked to explain it during the demo of your code

**Output** Upon termination, the program should output the following:

Using Branch and Bound the best feasible solution found: Value <value>, Weight <weight>

<item> <item> <item>

**The output displays the items chosen by your branch and bound algorithm in ascending index order**.

### Final Report

Your **narrative report s**hould be less than three typewritten pages – I will not accept longer reports and it must be in 12 point readable font with line spacing of roughly 1.2 to 1.4. **The report should document the basics of each implementation, e.g. the basic data structures and brief description of the algorithm.** Avoid detailed discussion of pseudo code.

There should be a summary of the pros and cons the greedy, dynamic programming, and branch and bound approaches. Also, a discussion of potential ways to improve each of the three algorithms you have implemented. You goal is to communicate your understanding of the tradeoffs between the different approaches to the company’s management.

**In the past some students have not written a report but only supply table (see below) and some bullet points without any explanation. This is will not earn you anywhere near full credit.** The writeup is important as it counts for up to half the points for this assignment!  **In the past students have also lost significant points for incorrect conclusions or generalizations.**

Run greedy, dynamic programming, and branch-and-bound on the datasets easy.20.txt, easy50.txt, hard50.txt, easy.200.txt, and hard.200.txt. Run full enumeration on easy.20.txt only. You will need additional test cases to completely understand the tradeoffs between different approaches. The results on the test cases provided are **not** indicative of the how your algorithms will behave in all situations. On some data files you may have to halt your branch-and-bound early and take the best solution value to that point.Thus, you **must** put a timer in your program to complete after a certain number of minutes and then print the results of your best solution found up to that point **along with the time it ran**. **Your branch and bound is not required to complete on hard200.txt.** Completion for easy200 and/or hard50.txt data sets can be challenging depending on your implementation.

Record your results in a table as shown in the template, recording the best value found and its total weight if your program completes. If the program is terminated by you, an error, or timeout – this should be clearly indicated. **You must include in the table the time the program took to complete or how long the program was allowed to run**. (Note: For Branch and Bound some students experience long run times, **e.g. overnight**).

**Before your demo you must submit** the hardcopy report (≤ 3 pages) and program snippets (roughly 3-4 pages) before your demo!! **You will not be able to demo before submitting your report and code!** As with all assignments, your writeup must be your own.

**Deliverables: These are all due when you make your demo.**

1. Demo in lab, showing outputs for all the different algorithms. **Submit the following in lab and electronically to PolyLearn. # 1 should be submitted as a pdf file, #2, #3, #4 are to be .java text files. I will be reading but not be running the java files.**
2. A typed report as pdf
3. Your method(s) that generate the greedy candidate solution.
4. Your method(s) that generate the dynamic programming solution.
5. Your method(s) that generate the branch and bound solution – this may be up to two pages.

**You report should not have a cover page. Your name and calpoly username on the report.** You are responsible for meeting these specifications. Only submissions that meet these specifications will be graded.

## Template for Final Project Writeup (Required)

Keep you comments to the point of meeting the needs of your manager and company to prepare for the meeting. Do not try to be funny or cute. Use professional language.

1. **Introduction** – short paragraph discussing the purpose of the report and contents
2. **Summary Table: Clearly indicate time to completion in seconds, whether or not the program was interrupted before completion, and the reason for any failure (e.g. stack overflow)**

Table 1: (If your program fails to complete – give partial answer if possible, and reason for failure)

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | Easy20 | Easy50 | Hard50 | Easy200 | Hard200 |
| Exhaustive Enumeration | Value Weight  Time to complete | Not run | Not Run | Not run | Not Run |
| Greedy |  |  |  |  |  |
| Dynamic Programming |  |  |  |  |  |
| Branch and Bound |  |  |  |  |  |

\* Program interrupted before completion

\*\* Reason if program fails

1. **Exhaustive Enumeration Approach**
2. Description of important data structures and key points of the algorithm
3. Time complexity of your implementation – theoretical and empirical
4. **Greedy Approach**
5. Description of important data structures and key points of the algorithm
6. Time complexity of your implementation – theoretical and empirical
7. Pros and cons of this algorithm
8. Possible improvements that still fit within the paradigm of **Greedy Algorithms**
9. **Dynamic Programming Approach**
10. Description of important data structures and key points of the algorithm
11. Time complexity of your implementation – theoretical and empirical
12. Pros and cons of this algorithm
13. Possible improvements that still fit within the paradigm of **Dynamic Programming Algorithms**
14. **Branch and Bound Approach**
15. Description of important data structures and key points of the algorithm including:
    1. Search strategy
    2. Bounding function
16. Description of important data structures and key points of the algorithm
17. Time complexity of your implementation – theoretical and empirical
18. Pros and cons of this algorithm
19. Possible improvements that still fit within the paradigm of **Branch and Bound Algorithms**
20. **Conclusion and Recommendations**